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Preface

Real world entities work in concert as a system and
not in isolation. Understanding the associations be-
tween these entities from their digital signatures can
provide novel system-level insights and is an important
step prior to developing meaningful interventions.

While there have been significant advances in capturing data from the entities
across complex real-world systems, their associations and relationships are largely
unknown. Associations between the entities may reveal interesting system-level
properties that may not be apparent otherwise. Often these associations are hypoth-
esized by superimposing knowledge across distinct reductionist representations of
these entities obtained from disparate sources. Such representations, while useful,
may provide only an incomplete picture of the associations. This can be attributed
to their dependence on prior knowledge and failure of the principle of superposition
in general. Such representations may also be unhelpful in discovering novel undoc-
umented associations. A more rigorous approach would be to identify associations
from data measured simultaneously across the entities of interest from a given sys-
tem. These data sets or digital signatures are quantized in time and amplitude and
in turn may (dynamic) or may not (static) contain explicit temporal information.
Symmetric measures such as correlation have been helpful in modeling direct as-
sociations as undirected graphs. However, it is well appreciated that the association
between a given pair of entities may be indirect and often mediated through others.
Symmetric measures are also immune to the direction of association by their very
definition. Graphical models such as Bayesian networks have especially proven to
be useful in this regard. The vertices (nodes) represent the entities of interest, the
arcs (edges) represent their associations, and the entire Bayesian network represents
the joint probability distribution between the entities of interest. Bayesian networks
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may also reveal possible causal relationships between these entities under certain
implicit assumptions. More specifically, their ability to model associations from ob-
servational data sets where no active perturbation is possible has drawn attention
across a wide spectrum of disciplines including biology, medicine, and health care.

There have been several noteworthy contributions to Bayesian network model-
ing and inference along with open-source implementations of the related algorithms.
However, many of these prior contributions are extremely involved and demand a
high level of sophistication from the reader. This book is unique as it introduces the
reader to the essential concepts in conjunction with examples in the open-source
statistical environment R. The level of sophistication is gradually increased across
the chapters. Each chapter is accompanied by examples and exercises with solu-
tions for enhanced understanding and experimentation. Thus this book may appeal
to multidisciplinary audience and can potentially assist in teaching graduate-level
courses in Bayesian networks and inference that permit hands-on experimentation
of the concepts and approaches. The data sets considered essentially consist of pub-
licly available molecular expression profiles. The emphasis on molecular data can
be attributed to the growing need in life sciences for discovering novel associations
across biological paradigms with minimal precedence and increasing emphasis on
data-driven approaches. Classical studies in life sciences have focused on under-
standing the changes in the expression of a given set of molecules, such as genes
and proteins, across distinct phenotypes and disease states. However, with recent
advances in high-throughput assays that enable simultaneous screening of a large
number of genes, there has been growing interest in understanding the associations
between these molecules that may provide system-level insights. Such system-level
insights have been argued to be critical prior to developing meaningful interven-
tions. These efforts together fall under the emerging discipline called systems bi-
ology. Bayesian networks have especially proven to be useful abstractions of the
underlying biological pathways and signaling mechanisms. Their usefulness is also
exemplified by their ability to discover new associations in addition to validating
known associations between the entities of interest.

While a list of popular open-source R packages pertinent to Bayesian networks
is listed under Table 2.1 (Chap. 2), the discussion focuses on the packages bnlearn,
G1DBN, and ARTIVA.

http://cran.r-project.org/web/packages/bnlearn
http://cran.r-project.org/web/packages/G1DBN
http://cran.r-project.org/web/packages/ARTIVA

We believe that these packages are comprehensive and accommodate the neces-
sary functionalities required across the chapters. We also believe that concentrating
on these packages keeps the book more focused with minimal demand on the audi-
ence time in learning the functionalities across the various open-source R packages.

This book is organized as follows. Chapter 1 introduces the reader to the essen-
tials of graph theory and R programming. Chapter 2 discusses the essential defi-
nitions and properties of Bayesian networks with an emphasis on static Bayesian

http://cran.r-project.org/web/packages/bnlearn
http://cran.r-project.org/web/packages/G1DBN
http://cran.r-project.org/web/packages/ARTIVA
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networks. It introduces the reader to structure and parameter learning from multiple
independent realizations of data sets without explicit temporal information. Such
data sets are quite common and represent a snapshot of the process. The impact
of discretization on the network inference with application to molecular expression
data is also discussed. The lack of temporal information implicitly excludes the pres-
ence of feedback or cycles, resulting in a directed acyclic graphical representation
of the associations between the entities. These limitations are overcome by learning
networks from data sets with explicit temporal signatures. In Chap. 3, we discuss the
usefulness of dynamic Bayesian networks for learning the network structure in the
presence of explicit temporal information such as multivariate time series. Homoge-
neous and nonhomogeneous dynamic Bayesian networks are discussed. In Chap. 4,
static and dynamic Bayesian network inference methods are discussed. Some of the
network learning algorithms discussed in the earlier chapters are computationally
intensive limiting their usefulness across large and high-dimensional data sets. Par-
allelization options for some of the algorithms discussed in the earlier chapters are
discussed in Chap. 5 to overcome some of these limitations.

Lexington, KY Radhakrishnan Nagarajan
London, UK Marco Scutari
Strasbourg, France Sophie Lèbre
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